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Abstract
The last three years have seen an increasing interest in evaluation in the public sector in New Zealand. This trend could result in an adequately resourced and sophisticated approach to evaluation, involving policy and provider levels within government, Māori and third-sector/community organisations. This in turn could lead to better formed and implemented social programmes and policies. On the other hand, it is possible that unrealistic expectations, an unsophisticated model of evaluation, lack of strategic involvement of stakeholders and inadequate investment in appropriate evaluation capacity building will result in the current wave of enthusiasm ultimately turning to disillusionment. If we use the current increased interest in evaluation to build and embed a sophisticated evaluation capacity across the social policy sector we are likely to see a more positive outcome. To achieve this we need to use appropriate evaluation models, including those appropriate for Māori programmes; build a sector culture of evaluation through appropriate evaluation training and awareness-raising at all levels; and attempt to foster strategic, sector-wide priority setting of evaluation questions.

INTRODUCTION
The final years of the last decade saw mounting interest in evaluation and an outcomes focus within the New Zealand social policy community (Schick 1996, Bushnell 1998, Duignan 1999, State Services Commission 1999, Controller and Auditor-General 2000). From the point of view of the working evaluator, this seems to have been accompanied by a significant...
rise in the amount of evaluation being funded and undertaken in New Zealand. It will be fascinating to watch how this develops over the next decade. If we are lucky it will result in more sophisticated evaluation being undertaken, which will feed into the formation and implementation of better social policy. If we are unlucky there is likely to be an initial burst of evaluation activity for a few years with a lot of resources spent on elaborate technical evaluation designs, followed by a phase of disillusionment due to unrealistic expectations as to what evaluation can deliver for social policy in New Zealand.

If we are to get the most out of the increased interest in evaluation we must build an enduring evaluation capacity in the social policy area. Part of this involves increasing the number of evaluators involved with the sector, as has been done in some evaluation capacity building (Compton et al. 2001), but it needs to go beyond this to put in place the following three elements:

• using appropriate evaluation models;
• developing a culture of evaluation throughout the social policy sector by teaching evaluation skills appropriate for each level of the sector; and
• sector-level strategising to identify priority evaluation questions, rather than just relying on evaluation planning at the individual programme level.

Each of these needs to involve government, community organisations and Māori stakeholders in the development of a more strategic approach to social policy evaluation.

**USING AN APPROPRIATE EVALUATION MODEL**

Discussing an appropriate evaluation model may seem a slightly obscure and theoretical place to start thinking about building social policy evaluation capacity. However, there are a number of different ways in which evaluation can be described, and various models and typologies that are in use by evaluators (Cook and Campbell 1979, McClintock 1986, Patton 1986, Guba and Lincoln 1989, Rossi and Freeman 1989, Scriven 1991, Fetterman et al. 1996, Chelimsky and Shadish 1997). From the author’s experience, these models and approaches are not all the same in terms of their suitability for social policy evaluation capacity building. Suitable evaluation models should:

• attempt to demystify evaluation so that it can be understood and practised at all levels within the social policy sector;
• use a set of evaluation terms that emphasises that evaluation can take place across a programme’s life cycle and is not limited to outcome evaluation;
• allow a role for both internal and external evaluators;
• have methods for hard-to-evaluate, real-world programmes, not just ideal-type, large-scale, expensive, external evaluation designs;
• not privilege any one meta-approach to evaluation (for example, goal-free, empowerment).
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- be based on a sophisticated understanding of what evaluation can actually deliver in terms of an evidence base for social policy; and
- take into account the need for approaches for evaluating Māori programmes that may be different from mainstream evaluation approaches.

Some evaluation models meet these criteria better than others. Each of the criteria is discussed below.

Demystifying Evaluation

An appropriate evaluation model for social policy evaluation capability building should be able to be explained in clear terms to a wide range of different stakeholders with diverse training, backgrounds and experience from across government, Māori and the community sectors. Such a model must at the same time be able to accommodate complex technical evaluation methodologies within this easily understandable framework.

One way to describe evaluation for capacity building is to conceptualise it as being about asking questions – of our programmes, organisations and policies. These questions are not something that evaluators alone should attempt to answer themselves; they are questions that should be an important concern of every policy maker, manager, staff member and programme participant. The high-level question I use in describing evaluation is always:

• Is this (organisational activity, policy or programme) being done in the best possible way?

This is then unpacked into a series of subsidiary questions:

• How can we improve this organisation, programme or policy?
• Can we describe what is happening in this organisation, programme or policy?
• What have been the intended or unintended outcomes from this organisation, programme or policy?

A question-based introduction to evaluation helps to demystify the process of evaluation. It puts the responsibility for evaluation back where it belongs – on the policy makers, funders, managers, staff and programme participants to identify the questions they are interested in, rather than leaving it solely with evaluators. It highlights that programme managers and staff cannot avoid these questions; they just have to work out ways of answering them. In most cases stakeholders will have to answer these questions through their own efforts. However, in some instances they will need to call in specialised evaluation assistance. A question-based approach to evaluation is also well positioned to highlight the concept of sector-level strategising about priority evaluation questions, which is discussed later in this article.
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A Set of Evaluation Terms That Apply Across the Programme Life Cycle

In New Zealand, at least, most stakeholders unfamiliar with evaluation still see it mainly in terms of outcome evaluation, although this narrow perspective is now starting to change. An appropriate set of terms for the different types of evaluation should highlight that evaluation consists of much more than this. Two important dichotomies are often used to describe evaluation: the distinction between formative and summative evaluation and the distinction between process and outcome evaluation. Combining elements from both leads us to a three-way typology – formative, process and impact/outcome – that emphasises that evaluation can take place right across the programme life cycle, not just at the end. This is the three-way split used in the evaluation work of the Alcohol & Public Health Research Unit (Casswell and Duignan 1989, Duignan 1990, Duignan and Casswell 1990, Duignan et al. 1992a, Duignan et al. 1992b, Turner et al. 1992, Duignan 1997, Waa et al. 1998, Casswell 1999, Health Research Council n.d.).

In this typology, which is based on the purpose for which evaluation will be used, formative evaluation (McClintock 1986, Dehar et al. 1993, Tessmer 1993) is defined as evaluation activity directed at optimising a programme. (It can, alternatively, be described as design, developmental or implementation evaluation).

Process evaluation (Scheirer 1994) is defined in our typology as describing and documenting what happens in the context and course of a programme to assist in understanding a programme and interpreting programme outcomes, and/or to allow others to replicate the programme in the future. Note that this narrows the definition of process evaluation by not including the formative evaluation element.

Outcome evaluation (Cook and Campbell 1979) is defined in the typology as assessing the positive and negative results of a programme. This includes all sorts of impact/outcome measurement, recognising that outcomes can be short, intermediate or long term and also arranged in structured hierarchies (for example, individual level, community level, policy level).

None of these terms are opposed to each other. They are seen as three essential purposes for evaluation. The three terms can in turn be directly related to the three subsidiary evaluation questions identified in the section above. They can also be related to the start, middle and end of a programme. This encourages thinking about how evaluation can be used right across a programme’s life cycle. Each type of evaluation – formative, process and impact/outcome – must be individually considered as a possibility for evaluation activity. If outcome evaluation proves too expensive or difficult, there may still be useful questions that can be answered about formative and process evaluation.
Internal and External Evaluators

An appropriate evaluation model for building evaluation capability must also allow for the possibility of both internal and external evaluators (Mathison 1991, Minnett 1999). If evaluation is seen as something that is only undertaken by external experts then there is little reason for internal staff to improve their evaluation skills. This is particularly relevant for Māori and community-sector organisations, often with little access to outside evaluation resources. A useful evaluation model for capacity building needs to have plenty to offer the internal evaluator with limited resources for evaluation, rather than just focusing on the needs and concerns of the relatively well-resourced external evaluator. It is more likely that formative and process evaluation techniques will be the ones that are possible within the usually limited resources available to internal evaluators.

Methods for Hard-to-Evaluate Real-World Programmes

An appropriate evaluation model for capability building also needs to incorporate methods that can be used to evaluate a wide range of real-world programmes that tend to present interesting evaluation challenges. One area where appropriate evaluation models are crucially important is in community programmes. Evaluating community-based programmes presents interesting challenges for evaluators and raises considerable technical and political issues for traditional models of evaluation (Edelman 2000). Community programmes have long time frames, and take place in communities where many other programmes are running at the same time, often with the same goals. Even more challenging, community programmes are usually based on a philosophy of community autonomy (Shirley 1982). This presents interesting tensions for evaluation when looking at whether or not a programme has met its objectives. Should the evaluation assess achievement of a set of objectives prescribed by the funder, or a set of objectives set by the community itself, or both? There are models and approaches that can be used in the evaluation of such programmes (Duignan and Casswell 1989, Duignan and Casswell 1992, Duignan et al. 1993, Moewaka Barnes 2000a). These
models and approaches need to be further refined as part of the essential toolkit building social policy evaluation of real-world programmes.

**Not Privileging Any One Meta-Approach to Evaluation**

Meta-approaches to evaluation are evaluation styles that endorse a particular solution to the philosophy of science questions underlying evaluation – in particular stakeholders interest in the truth status of claims that are made in an evaluation. Goal-free evaluation (Scriven 1972) and empowerment evaluation (Fetterman et al. 1996) are good examples of meta-approaches to evaluation that take different philosophy of science positions (Scriven and Kramer 1994). It is fine for evaluators to adopt one or other of these meta-positions in their professional work as evaluators. However, in building evaluation capability it is important that a more inclusive approach is taken to evaluation that does not privilege just one approach. Of course, the Western evaluation approach itself can be seen as just one meta-approach to evaluation and we need to be aware that this is not universally accepted by stakeholders. Māori are actively involved in the process of developing evaluation models and approaches that may or may not have similar assumptions, methods, and techniques to evaluation as it is practised in the Western tradition (Watene-Heydon et al. 1995, Moewaka Barnes 2000a, Smith 2000, Moewaka Barnes 2000b).

**A Sophisticated Model of the Evidential Base That Evaluation Can Deliver**

The last element in the evaluation model needed for social policy capacity building is a sophisticated model of the evidential base that evaluation is likely to be able to deliver. There is a tendency in social policy to start with a naïve expectation that evaluation may be able to deliver the type of “evidential map” that is illustrated in Figure 2.

**Figure 2 Evidential Map of Links between Social Policy Programmes or Policies and Outcomes**

![Diagram of evidential map](image-url)
Figure 2 shows evaluation providing evidence linking a series of social policy programmes or policies to a series of cross-sector social outcomes. Everyone would acknowledge that because of resource and technical constraints, evaluation cannot provide a totally comprehensive map of these links. However, it is important to distinguish between holding the view that we can approach a comprehensive evidential map, as in Figure 2 or whether our expectations of evaluation should be much more like what is set out in Figure 3.

**Figure 3 The Likely Extent of the Evidential Map Delivered Through Evaluation**

In the author’s view, Figure 3 provides a much more realistic picture of what evaluation is likely to be able to deliver in the social policy area, even when a large amount of evaluation is being undertaken. We are unlikely to ever get anything like a full evidential map on which to base rational social policy. We will continue to be forced to make substantial decisions under uncertainty. Within the evidential map there will, of course, be some connections between programmes and outcomes that are easier to measure than others. These relatively easy-to-evaluate programmes will tend to:

* operate at only the *individual* level rather than including *organisational*, *community* and *policy*-level strategies;
* take place in only one locality rather than at the national and local level;
* focus on single-outcome variables that are already routinely collected, rather than multiple-outcome variables;
* take place in institutionalised controlled settings; and
* seek outcomes that can be measured within a relatively short timeframe.

For instance, a school-based programme that uses examination results as its outcome measures is a good example of where it is relatively easy to measure and attribute changes in outcomes to the effects of a programme.

It is important that, as we increase the evaluation activity taking place in New Zealand, we are realistic about what can be provided in terms of the social policy evidential map. We also need to understand the implications for social policy decision making of certain outcome
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evaluation designs being easier to implement in some social policy areas than in others. We cannot afford to become too simplistic about the automatic application of outcome evaluation results to determining priorities for funding programmes and policies. This is particularly important as we move toward building the information base for “evidence-based” practice in social policy (Wright 1999). The fact that quasi-experimental outcome evaluations are possible in some social policy areas should not be taken as evidence that quasi-experimental outcome evaluation is similarly feasible in all policy areas, where alternatives such as case study designs may need to be used. The amount of experimental outcome evidence for different types of programmes and policies is a function of both the actual effectiveness of the programmes and the ease of undertaking experimental outcome evaluations on the type of programme under consideration.

Given the current interest in “joined-up solutions” in the social policy area (Maharey 2000), many of the programmes and policies currently being proposed have characteristics that mean they are more difficult to evaluate. They tend to:
• use a range of strategies at the individual, community and policy level in an integrated programme;
• take place at both the local and national level at the same time;
• be directed at multiple rather than single outcomes, some of which may be expensive to collect data on;
• take place in uncontrolled community, rather than institutional, settings; and
• seek long-term outcomes that will take years to come to fruition.

In these cases experimental outcome evaluation is much more difficult. This does not mean that we should not attempt to undertake evaluations of such programmes, but that the evaluation designs we use will have to be different. These evaluation designs, such as case studies, will yield different types of data from the quasi-experimental designs. A more sophisticated approach needs to be taken to evaluating such programmes, using a range of types and methods of evaluation; as discussed early in this paper. There will of course still be situations in which experimental or quasi-experimental outcome evaluation is possible and should be undertaken if it will answer a priority evaluation question for the sector.

The issue of how comprehensive an evidential map evaluation can provide becomes particularly critical when attempting an evidence-based approach to prioritising interventions to achieve cross-sector social policy objectives. The author’s experience during a recent review of strategic social policy for the Ministry of Social Policy and the State Services Commission indicated that this sort of prioritisation was, naturally enough, on the wish list of politicians and policy analysts alike (Duignan and Stephens 2001). However, such exercises can never become routinely empirically based (at least for the foreseeable future). illustrates this point by looking at what the evidential map may look like in a limited selection of cross-linked social programme areas.
Looking first at the left-hand side of Figure 4, it may be possible to use outcome evaluation results to attribute the outcome of a reduction in offending to small group programmes run by the Department of Corrections. However it is also likely that capacity building programmes, funded by Te Puni Kōkiri, working at the community level (and hence harder to evaluate for attribution of outcomes) may be also be contributing to reduced offending. Equally, a community action programme funded through the Health Vote that includes an element of reducing alcohol abuse may also reduce offending.

Another example is provided on the right-hand side of the figure, where a reduction in road accidents can be directly attributed through evaluation to Land Transport Safety Authority activity. However, a community action programme from the Health Vote may also reduce road accidents due to its targeting of alcohol abuse (but again, because it is a community-based strategy it is likely to be more difficult to provide outcome evaluation evidence to directly attribute reduced road accidents at the same level of certainty as can be done for Land Transport Safety Authority activity).

**Figure 4** An Example of the Evidential Map for a Selection of Social Programmes

---

**Building Social Policy Evaluation Capacity**

An additional element, which is essential to any evaluation model used in capacity building in the social policy area, is providing for the evaluation of programmes for Māori. Since evaluation is about placing value on policies and programmes, it raises enormous issues in New Zealand in the context of the Treaty of Waitangi. A number of priority government programmes are currently targeted at Māori, and evaluation of these programmes obviously needs to be undertaken. Various guidelines have been issued regarding research and Māori (Te Puni Kokiri 1999, Health Research Council n.d.). The most basic consideration is whether methods used in an evaluation are going to work with Māori.
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However, the issue of evaluating programmes for Māori is much wider than this. There are considerations at the level of the evaluation’s:
• governance and control;
• cultural integrity;
• stakeholder support;
• personnel;
• methods used; and
• dissemination and control of data.

While there is considerable ongoing discussion of research methods from a Māori perspective (Smith 2000), specific models for the evaluation of Māori programmes are still emerging. In the longer term, a project currently under way, funded by Te Puni Kōkiri, is looking separately at government expectations of evaluation of Māori programmes and Māori perspectives on evaluation models, looking for commonalities and divergences in these perspectives. Out of this, recommendations may emerge regarding support for current and future work on developing models that work for Māori.

BUILDING A CULTURE OF EVALUATION

The next step in building evaluation capability is to develop skills, systems and structures for evaluation activity at all levels within the social policy sector, government, community sector and Māori. The objective of skills development is to make evaluation more sophisticated (along the lines of the evaluation model discussed above), and to teach appropriate specific evaluation skills to those who can use them in their day-to-day work. This can be done by developing appropriate training materials and by running training workshops.

The Alcohol & Public Health Research Unit and Whariki have developed a series of manuals on evaluation that reflect the evaluation model described above, and these have been widely distributed throughout the public and community health sector in New Zealand (Casswell and Duignan 1989, Duignan et al. 1992b, Turner et al. 1992, Waa et al. 1998). The response to these manuals has been evaluated and subsequent manuals have been amended on the basis of this feedback.

During the time the resources have been available, the Unit and Whariki have carried out a series of different types of training workshops for different audiences within the sector.
• Brief presentations on evaluation can be included in a range of sector workshops on other issues. Typically these are one to two hours long, and cover the general evaluation model and principles, raising awareness of evaluation within the sector.
• Two-day Level I (first-year tertiary) courses for service-provider lower-level managers and staff provide them with an opportunity to discuss the overall evaluation model and learn
specific evaluation skills they can use in their day-to-day work. Considerable time is spent demystifying evaluation and describing simple formative and process evaluation methods that can be used by service provider staff. Suitable outcome evaluation methods are discussed, as are indicators of when other evaluation expertise needs to be drawn in.

- More advanced Level II two-day courses are aimed at service-provider managers and staff wanting to develop their skills. These provide more in-depth training in evaluation skills.
- One-week-long workshops allow for policy makers, funders, larger provider specialists, and researchers to develop and practise appropriate evaluation skills. These cover the evaluation model and the skills and techniques discussed in the Level I and II workshops in more depth, with further discussion of outcome evaluation issues.
- Workshops are run by Whariki Māori evaluators specifically for Māori programme management and staff. These look at evaluation concepts and methods from a Māori perspective.
- One-day overview workshops discuss evaluation concepts and approaches for service-provider management. These discuss the concepts from the evaluation model and how they relate to organisational policies and practices.
- One-day workshops for staff and management within an organisation cover the evaluation model, concepts in evaluation and the idea of prioritising evaluation questions across the organisation as a whole.
- Postgraduate university masters’ papers are given at the University of Auckland for researchers and practitioners interested in further developing their understanding of evaluation and their ability to undertake evaluations.

All of these courses, apart from those for managers, involve discussion of evaluation models combined with hands-on working with evaluation projects brought to the workshops by participants. This action learning approach ensures that participants go away with a feeling of mastery in at least some evaluation techniques, which further helps to promote the idea that there are aspects of evaluation that can be done by people at all levels within a programme, organisation or sector.

There are signs that this sort of approach is starting to be utilised in other parts of the social policy sector. A number of government agencies have been building their evaluation units and obtaining evaluation training for their staff. Under the auspices of the Australasian Evaluation Society evaluation courses have been run in Wellington as part of this. The most systematic approach that has come to my attention is the capacity-building work developed by Department of Work and Income (now part of the Ministry of Social Development) within its own organisation to boost its evaluation capacity. Given the Ministry’s key role in social policy it will be interesting to see if such capacity-building approaches spread to other parts of the social policy sector.
The last essential element for social policy sector evaluation capacity building is to foster sector-level strategising about the priority evaluation questions for developing social policy in New Zealand. These discussions need to involve government, Māori and community-sector stakeholders.

In thinking about such strategic discussions it is important to distinguish discussions about evaluation from discussions about performance measurement. Performance measurement is a routine activity that uses relatively cheap and easily collected measures to monitor whether a programme is delivered. Evaluation, on the other hand, is generally a more strategic, more expensive, more detailed one-off activity. This can include the usually more difficult-to-measure question of whether the programme is achieving its objectives. Both performance measurement and evaluation are essential. However, when their purposes become confused and one starts to predominate, as some commentators believe has become the case in North America, this causes major problems (Perrin 1998). One mistake is inappropriate attempts to make unrealistic evaluation-type evidential demands on a programme to “prove” that it is achieving hard-to-measure outcomes as part of its routine performance measurement.

The relationship between strategy, evaluation and performance measurement can be characterised as set out in Figure 5.

**Figure 5  Relationship between Strategy, Evaluation and Performance Measurement**
Figure 5 is based on the notion that decision making about outputs, performance management and evaluation should take place as a part of a strategic discussion between Ministers, central agencies and other agencies. These strategic discussions should involve Māori, government and community-sector agencies in the roles of both policy player and provider. These discussions, which will take place in a number of forums, should:

- take into account all the evaluation findings that have been established up to that time to determine what outputs/programmes are likely to achieve the outcomes being sought by the government;
- specify the outputs/programmes that need to be delivered by agencies in the next period;
- specify performance management processes to ensure that the agencies deliver the outputs/programmes they have agreed to deliver; and
- determine the next round of priority evaluation questions that will better inform the next stage of the strategic conversation.

The result of this sort of approach should be to move the emphasis away from thinking about evaluation as a “technical” programme towards seeing evaluation as contributing to the ongoing strategic social policy debate. A less technically sophisticated evaluation that can add more to the strategic conversation is of more value than a technically sophisticated evaluation whose results may distract from ensuring the most strategic use of scarce public sector resources.

One useful way of looking at evaluation from this different perspective is to see the spending on evaluation as part of one big research and development fund available for social policy development. This highlights the role of the government, central agencies, Māori and the community sector in defining evaluation questions, rather than seeing evaluation as something that is “done to” programmes or agencies. This also helps to move away from some of the undesirable aspects of the growth of an “evaluation industry” based around individual programmes and agencies which tend to stem from obligatory programme and agency evaluation regimes (Bushnell 1998).

Of course, it can be argued that already a lot of organisational and sector strategic considerations are factored into the evaluation requirements for an individual programme. Funders will indicate which programmes they want evaluated and the level of resources, and may indicate which evaluation questions they want answered. In addition, in reviews of the academic literature, and in priority-setting processes within research-funding bodies, there prioritisation will be happening. In those sectors where there are ongoing research groups involved in teaching, advising and undertaking a large number of evaluations, they will play a role through having a strategic view of a sector and the evaluation questions that are to be the next priority. The Alcohol and Public Health Research Unit and the Injury Prevention Unit at the University of Auckland have played this role for their respective sectors over a number of years. However,
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for the social policy sector this process is still too ad hoc and there is often a disjunction between priority setting (where it is taking place) and what actually happens on the ground with the evaluation of the many programmes that are subject to evaluation.

Exactly how to facilitate setting evaluation priorities in the social policy sector, outside of the contribution made by dedicated research units, is a difficult question. Sectors dealing with social issues tend to be made up of a diverse range of public and private groups funding a diverse range of programmes. There are some innovative evaluation priority-setting exercises going on in New Zealand at the moment in the labour and employment programme area (Kate McKegg personal communication).

CONCLUSION

This paper has looked at developing evaluation capacity in the social policy sector in New Zealand. The increased interest in evaluation has been greeted enthusiastically by evaluators who have been working in evaluation in New Zealand over the last few decades. It is particularly welcome after the lack of adequate attention to outcomes that occurred following implementation of the outputs/outcomes dichotomy introduced at the time of the public sector reforms in the 1980s.

If we are to make the most of the current interest in evaluation, we need to focus on building evaluation capacity at all levels and in all parts of the social policy sector. This will require a rather different approach from solely developing large-scale technically sophisticated evaluations of social policy interventions. There is a place for such evaluations when they are targeted at answering strategic evaluation questions for the sector, adequate resources are available, and they are feasible in terms of the programme or policy being evaluated. However, these types of evaluations need to be embedded within a social policy sector in which everybody sees evaluation as their responsibility.

Everybody within the sector also needs to be equipped with the skills to undertake appropriate types of evaluation in their day-to-day work. What we need now are resources for training and awareness-raising in regard to appropriate evaluation models and methods, and hard thinking about the difficult task of how we can foster richer and more comprehensive discussions to identify the priority evaluation questions across the social policy sector.
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